
1

Identifying Animal Herds in Aerial Images
Captured by a Moving Vehicle

Andreia Teixeira and David Pereira
FCUP – University of Porto

Portugal
EMail : andreiasofiat@hotmail.com, dpereira@liacc.up.pt, mcoimbra@dcc.fc.up.pt

Abstract—The contents of this paper relate to a first approach
towards the identification of animal herds in images captured
by an aerial moving vehicle. In particular, we will present some
experimental results about the usefulness of basic color properties
in detecting and counting individuals in herds of Gnus. We
discuss out approach and the results obtained. We also point
future work directions in order to obtain more robust results.

I. INTRODUCTION

Nowadays, one of the interesting subjects that Ecology-
related research groups address is the understanding of the
group behavior of animal herds. An optimal solution to get
this understanding would be to attach to each animal of the
herd some kind of wireless sensor which would monitorize the
overall (interesting) activity of each of these animals. After
collecting this information, one could understand how the
individuals interact with each other and how that influences
the overall behavior of the herd. However, this seem quite
difficult (if not impossible) task to do, since it would imply
hardware and logistic costs of great proportions (veichle
renting, capturing each element of the heard, recollect the
sensors once the task was over, etc.).

What seems to be the best alternative to understand the
group behavior is to apply a Computer Vision approach to the
problem. Using visual information (pictures and videos), one
could obtain information in an automatic way. The first step
towards this approach is data collection and processing.

Data collection and processing is a hard job since currently
thousands of images need to be captured and individual
animals identifies by hand, as a pre-processing stage for further
studies. This is a huge workload for human researchers and an
important bottleneck of all research. Automation using image
processing and computer vision methodologies can be a vital
factor in the success of projects related to the understanding
of group behavior of animal herds.

In this work we are interested in giving the first steps
towards finding gnus in images taken from an aerial moving
vehicle and also to count them (estimate the overall number of
elements in the herds). No video was recorded in this phase
of the research. Having these goals in mind we present in
this paper some experimental results of simple color analysis
on the set of available pictures. As we will see further ahead
in this paper, we got quite different results depending on the
color properties and classification tasks we experimented.

It is worth noticing that this work focus on classification
of samples extracted from the pictures available. We are
interested in classifying these samples as being part of regions
in an image (water, sky, land, gnus) and also to classify
samples just as being gnus or not, independently of what kind
of region they belong. In our understanding of the problem, if
the simple color properties we have studied behave relatively
well under a machine learning (classification) perspective [1],
these properties should be further explored and combined with
other Computer Vision methods to get accurate classifications
and go to a next stage which would be developing a software
system capable of identifying and give estimates of the number
of elements in heard without much intervention from ecology
specialists.

This paper is organized as follows: in Section 2 we give
an overview about the characteristics of the images we have
available, in Section 3 we detail the research methodology
used in this work, in Section 4 we present the results obtained
and in Section 5 we make some conclusions about the state
of the work and point future work to address this problem.

II. PICTURES AVAILABLE

We will now give a simple overview of the type of images
one had access to perform our experiments. We have available
near to 100 aerial images, captured by a moving vehicle in the
African Savannah. These images have no sequence and form a
quite heterogeneous set. For presentation proposes, we devided
the overall set of images in three classes: near, far and very
far. We present an example of each kind of picture in Figure
1, Figure 2 and Figure 3, respectively. It is easy to notice that
what one can visually classify as a Gnu changes a lot from
image to image.

III. RESEARCH METHODOLOGY

As we have already stated, we consider only simple color
properties to try to identify and count gnus on images similar
to the ones presented in the previous section. We will now
describe the methodology we have choosen to measure the
usefulness of these properties.

Our methodology considers two kinds of data:
1) average and standard deviation of Red, Green and Blue

components.
2) the concatenation of the Red, Green and Blue his-

tograms.
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Fig. 1. Close range photos.

Fig. 2. Far range photos.

The first kind of data was used to classify parts of an image
as belonging to one of the following classes:

• Land : savannah ground;
• Gnus : gnu body;
• Water : water from lakes and small rivers;
• Sky : sky.

In terms of goals, this data was used to distinguish between
parts of an image which contain gnus and parts of the image
which do not contain them. There is no intention of individual
Gnu identification and counting in this sub-task. Figure 5

Fig. 3. Very far range photos.

Fig. 4. Samples of ground, ground with gnus, water and sky

Fig. 5. Table with the numeric data representing the color properties
corresponding to Figure 4 samples.

represents the kind of data extracted from the samples of
Figure 4. We have extracted data from near to 150 picture
samples. The second part of our methodology considered
the same properties of images, plus the size of the sample
extracted from the original picture. In this part we considered
the following classes, which characterize a sample by the
number of gnus in it:

• GnuN 0 : sample without gnus;
• GnuN 1 5 : sample with 1 to 5 gnus;
• GnuN 5 10 : sample with 6 to 10 gnus;
• GnuN 10 15 : sample with 11 to 15 gnus;
• GnuN 15 : sample with more that 15 gnus.

In the third and last sub-task of our experiments, we con-
sidered the RGB histograms of samples, and made a simple
division in two classes, Gnu and NotGnu, whose meaning is
evident. However, for extracting the concatenation of the RGB
histograms, we developed a simple script, written in Python
which used the PIL module and interacts with Weka command
line facility [].

In terms of classification we took a rather naive approach.
We just tried Weka’s classifiers and made a rank of the one
which best fit our classification needs. As best classifier we
got J48 and that was the one we used in this work, altough
experiments with other classifiers such as Naive Bayes and
Linear Discriminat were tested.

IV. TOOLS

We now briefly talk about the tools we have used in our
experiments. We used the following:

• ImageJ : [4] it is a public domain Java image processing
program. The main advantage of this tool is that it has an
automatic way to produce numeric values that interest us.
Figure IV shows an example of this automatic extraction
of measures.

• Weka : [6] popular suite of machine learning software
written in Java, developed at the University of Waikato.
We use it here to An alternative would be to use the
Orange Framework, an Weka-like framework fully im-
plemented in Python.

• Python : [5] is a simple and powerfull script programming
language. We used it to write scripts which serve as
glue code to connect the previous tools. We selected
Python maily because it is flexibile and easy for program
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Fig. 6. Automatic extraction of measured data from an image, using ImageJ.

Fig. 7. Classification using Weka.

development, plus the availabilty of the image processing
library PIL [3].

V. EXPERIMENTAL RESULTS

We have obtained different result accuracy in the three sub-
tasks describe in Section 2. The first one (classifying parts of
an image as being either land, land with gnus, water and sky)
provided us the best results, followed by the classification of
individual gnus by histogram, and in last place came the gnus’
counting by selecting samples with different number of gnus.

The classification of samples as being either land, gnus, wa-
ter and sky produced classification results of 80% of correctly
classified samples, using the J48 and the Linear Discriminant.
In particular for a small test dataset the classification resulted
in the algorithms correctly classifying all the samples of gnus
and land. However it classified in a wrong way two instances
of sky and water. Figure ?? shows this “confusion”. We
believe that solving this problem is directly connected to
identifying the line of the horizon in the images we process.
That way we know what is water or sky based on its position
(above or below the horizon line) in the given image.

Fig. 8. Classification of new test instances.

Fig. 9. Classification of new test instances.

The results obtained using histogram concatenation were
not so good as the previous ones. We just got near 69% of
correct classifications. The best classifier was again J48. The
result of automatically extracting histograms and classifying
them is presented in Figure V.

In the case of the last experiment, which was an attempt to
get an estimate on the number of gnus in a picture using only
the average and standard deviation of the RGB componets,
as in the first experiment. In this case we got a result of
62% correctly classified instances. However, the test instances
contained as feature their area (in pixels) in the original image.
Removing this feature, we get a disappointing 33% of right
classifications. The analysis of this difference of result will be
discussed in the next section.

At the current stage of this research no more experiments
were conducted. In the next section we will present our
interepretation of this results and point the next steps towards
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the goal of obtaining more robust classification results.

VI. CONCLUSIONS AND FUTURE WORK

We will now draw our main conclusions about the work
we have presented. This work uses a rather simple approach
based on averages, standard deviations and concatenation of
the histograms of the RGB components. We have used these
properties as the features of a feature vector and looked at
the problem from a pattern recognition point of view. We
have obtained results which we consider as not being bad and
which point that a great effort in exploring color properties
of herds of gnus in the savannah will end up bringing the
foundations for building automatic software systems to help
ecology related groups have a better understanding og groupal
behavior of herds.

We had pretty good results in identifying parts of images as
belonging to one of the following classes: water, sky, gnu and
land. The chosen classifier, the decision tree’s J48, provided
output which mainly failed when classifying water and sky.
However, in principle this can be avoided in the future by
augmenting the training dataset and pre-processin images by
finding the horizon on images. In the later case, every part of
the image which may look like water but that is above the
horizon would be correctly classified as sky. The same would
work for water if the test image is below the horizon.

The two other approaches were identifying samples of
images as being or not individual gnus (using histograms) and
estimate the number of gnus in a herd. Identifying gnus using
histograms had a 69% of correct classifications, which is lower
than 80% of classifying the parts of images as described in the
previous paragraph. We conclude that using histograms did not
brought anything new to the solution of the problem. Counting
gnus by considering parts of the image with different quantities
of gnus also provided 62% of correct classifications. However
this rate was mainly granted by the feature representing the
area of the gnu group. Therefore, at least for identifying gnus
and counting them, the average and standard deviation seems
the best descriptors for identifying gnus in the images we used
in our research.

Identification of gnus as an automatic task requires more
than the 80% we have obtained. More learning algorithms
[1] should be tested and the better suited must me studied
in order to try to understand the mathematical reason of
their success and, after that, figure out how to improve them
for our purposes. Also more advanced techniques for gnu
identification should be explored such as hedge detections,
template matching based on simple mathematical geometrical
figures like elipses, and others [2]. We believe we took the first
step towards a very interesting and promising project whose
goal may help our understanding of the behavior of important
species which share organized social group activity.
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